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Abstract 

Spectral clustering is widely recognized for its effectiveness 
in segmenting data, particularly in identifying complex clus-
ter structures within high-dimensional spaces. However, its 
performance in both single-view and multi-view contexts 
heavily relies on the construction of the similarity graph. Tra-
ditional non-hierarchical methods often fail to capture multi-
level structural information, and the linear nature of the graph 
Laplacian matrix limits spectral clustering's ability to manage 
complex nonlinear data structures. To overcome these chal-
lenges, we propose a novel hierarchical graph structure, the 
constrained 1-nearest neighbor (CNN) graph, which simulta-
neously captures both local and global nonlinear structures. 
Building on this, we introduce two enhanced spectral cluster-
ing algorithms: Spectral Clustering based on CNN graph 
(SC-CNN), a single-view approach that utilizes the CNN 
graph for dimensionality reduction, followed by the recon-
struction of a more robust similarity graph; and Multi-View 
Spectral Clustering based on CNN graph (MVSC-CNN), a 
multi-view extension that incorporates multi-level structural 
information from each view with ensemble clustering. Exten-
sive experiments on real-world datasets demonstrate that 
both SC-CNN and MVSC-CNN consistently outperform 
state-of-the-art clustering methods, offering superior accu-
racy and robustness. 

 Introduction 

Spectral clustering (SC) is a powerful technique for data 

segmentation, particularly for identifying complex struc-

tures in high-dimensional spaces. Unlike traditional meth-

ods based on Euclidean distances, it leverages the eigenval-

ues and eigenvectors of the graph Laplacian matrix to parti-

tion data, capturing non-linear relationships effectively. 

However, its performance is highly dependent on the choice 

of graph structure (Ng et al., 2002; von Luxburg, 2007), 

making it sensitive to noise and the representation of the 

data's intrinsic geometry. Additionally, the linear nature of 

the graph Laplacian matrix limits its ability to fully capture 

more complex data structures, such as multi-modal clusters, 

highlighting the need for alternative methods to enhance 

clustering performance (Jianbo Shi & Malik, 2000). 

In SC, the construction of the affinity (or similarity) graph 

is crucial for determining clustering outcomes. Common ap-

proaches include the k-nearest neighbor (k-NN) graph, 

which connects each node to its k nearest neighbors. How-

ever, k-NN can mistakenly link points from two closely lo-

cated clusters, leading to potential misclusterings (von 

Luxburg, 2007). The mutual k-nearest neighbor (Mk-NN) 

graph, which only connects mutual nearest neighbors, cre-

ates a sparser graph, but can result in an excessive number 

of disconnected components, reducing intra-cluster cohe-

sion and diminishing clustering effectiveness (Tan et al., 

2020). The ε-neighborhood graph connects points within a 

set distance ε, capturing dense regions but potentially miss-
ing connections in sparser areas (İnkaya, 2015). The fully 

connected graph links all points with edges weighted by 

their similarity, offering a comprehensive view of data rela-

tionships but at the cost of increased computational com-

plexity and sensitivity to the similarity scale parameter 

(Zelnik-Manor & Pietro, 2004). The bipartite graph, which 

divides nodes into two sets, may overlook intra-set similar-

ities, potentially leading to suboptimal clustering perfor-

mance (H. Zhang et al., 2023). Recently, researchers have 

also proposed various other graph structures to address spe-

cific challenges in SC (Alshammari et al., 2021; Y. Cai et 

al., 2022; İnkaya et al., 2015; X. Zhang et al., 2011).  How-

ever, like the aforementioned methods, these structures pri-

marily capture local structures or single-level information, 

lacking the capability to represent both local and global 

structures simultaneously or to effectively capture multi-

granularity information as hierarchical graphs do. 

The original SC directly uses the graph Laplacian matrix 

to capture cluster manifolds, but its linear nature limits its 

ability to handle complex nonlinear data structures, such as 

multimodal distributions. To address this, recent approaches 

have integrated more cluster-friendly low-dimensional neu-

ral network representations with SC, resulting in more ro-

bust performance (Affeldt et al., 2020; Law et al., 2017; X. 
Li, Wei, et al., 2022; Shaham et al., 2018a; X. Yang et al., 
2019; Zhao & Li, 2023a, 2023b). For example, (Shaham et 

al., 2018a) introduced SpectralNet, which employs neural 

network to embed data into the eigenspace of the Laplacian 

matrix, improving clustering performance on nonlinear data. 

(Affeldt et al., 2020) proposed an ensemble framework that 

integrates SC with deep autoencoders to address robustness 

issues in deep clustering methods. Their model generates di-

verse embeddings and refines clustering through a sparse af-

finity matrix, aiming to capture complex data relationships. 

(S. Huang et al., 2019) introduced MultiSpectralNet (MvSN) 



to improve spectral multi-view clustering by correcting mis-

leading information from individual views. This approach 

maps data to fusion eigenvectors, enabling better handling 

of nonlinear data structures across multiple views. However, 

all these methods rely on the cluster labels from non-hierar-

chical algorithms to guide the generation of low-dimen-

sional embeddings, which cannot provide more discrimina-

tive multi-level, multi-granularity information, resulting in 

suboptimal clustering performance on more complex data. 

Additionally, as an extension of SC, multi-view SC (D. 

Huang et al., 2020, 2023; Wen et al., 2020, 2021) is also a 

key technique that merges similarity graphs from multiple 

data views into a unified graph, capturing both shared and 

unique structures to enhance clustering accuracy through ef-

fective graph fusion. For instance,  (Kang, Shi, et al., 2020) 

combined view-specific graphs into a consensus graph, 

(Tang et al., 2023) used unified non-negative embeddings 

for a coherent graph, and  (Ren et al., 2024) dynamically 

fused latent graphs to capture cross-view topological infor-

mation. However, most existing methods focus on fusing 

similarity graph structures from different views but still rely 

on single-granularity structural information. This reliance 

limits their ability to effectively capture multi-level infor-

mation, resulting in the loss of critical discriminative details 

and leading to suboptimal performance on more complex 

datasets. 

This paper introduces a novel hierarchical similarity 

graph to address three critical issues in current spectral clus-

tering (SC) methods: the reliance on non-hierarchical graphs 

that overlook global and multi-granularity structural infor-

mation; the inability of existing SC methods to capture com-

plex nonlinear structures due to the linear nature of the graph 

Laplacian derived from raw data; and the neglect of discrim-

inative structural information across different granularities 

in current multi-view SC methods. Specifically, we propose 

a new hierarchical similarity graph, the Constrained 1-Near-

est Neighbor (CNN) graph, and introduce two advanced SC 

algorithms based on it: spectral clustering using the CNN 

graph (SC-CNN) and multi-view spectral clustering using 

the CNN graph (MVSC-CNN). SC-CNN leverages the con-

nected components of the CNN graph at a specific granular-

ity to guide the learning of a more cluster-friendly low-di-

mensional embedding, which is then used to reconstruct the 

CNN graph, serving as input for SC and significantly en-

hancing its generalization capabilities. MVSC-CNN con-

structs CNN graphs for each view and combines the con-

nected components across granularities using ensemble 

clustering. This method derives a latent representation that 

integrates multi-granularity, local, and global structural in-

formation, further improving SC performance on multi-

view data. The key contributions of this paper are summa-

rized as follows: 

• We propose a novel hierarchical similarity graph, the 

Constrained 1-Nearest Neighbor (CNN) graph, capable of 

capturing more complex local and global structures, such as 

modality heterogeneity in data distribution.  

• We introduce an enhanced single-view spectral clustering 

method, SC-CNN, which leverages cluster-friendly embed-

dings learned from the CNN graph at specific granularities, 

along with the superior similarity representation provided 

by the CNN graph. 

• We develop an enhanced multi-view spectral clustering 

method, MVSC-CNN, which integrates multi-granularity 

structural information by fusing CNN graphs across views. 

• Extensive experiments on multiple single-view and multi-

view real-world datasets demonstrate the superiority of our 

enhanced spectral clustering methods. 

Related Work 

Spectral Clustering 

Spectral clustering is a technique that leverages the eigen-

structure of a similarity matrix to partition data into clusters 

(Ng et al., 2002; von Luxburg, 2007). Given a dataset 끫뢖 =

{끫룊1, 끫룊2, … , 끫룊끫뢶}, spectral clustering begins by constructing a 

similarity graph 끫롴 = (끫뢒,끫롰) , where 끫뢒  represents the data 

points and 끫롰  the weighted edges between them, typically 

defined by a similarity function 끫룀(끫룊끫뢬 , 끫룊끫뢮). The next step in-

volves forming the graph's Laplacian matrix 끫롾 = 끫롮 −끫뢔 , 

where 끫뢔 is the weighted adjacency matrix and 끫롮 is the di-

agonal degree matrix with 끫롮끫뢬끫뢬 = ∑끫뢮  끫뢔끫뢬끫뢮 . The normalized 

Laplacian can be defined as: 

                             끫롾sym = 끫롸 − 끫롮−12끫뢔끫롮−12                         (1) 

Spectral clustering then solves an eigenvalue problem, find-

ing the first 끫뢂끫롬 eigenvectors of 끫롾sym, forming the matrix 끫뢐. 

These eigenvectors are treated as new representations of the 

data points. Finally, 끫뢰 -means or another clustering algo-

rithm is applied to the rows of 끫뢐 to obtain the final clusters. 

Deep Clustering 

Deep clustering is a technique where cluster labels are 

treated as ground-truth labels, combined with neural net-

works to guide the learning of cluster-friendly representa-

tions and enhance clustering performance. Since cluster la-

bels may contain errors, many methods focus on refining 

them. For example, (X. Zhang et al., 2021) improved cluster 

label quality by assessing the similarity of labels across 

training iterations using clustering consensus, while (S. Park 

et al., 2021) removed incorrect labels through label smooth-

ing. (Lu et al., 2022) selected cluster labels near cluster cen-

ters as reliable, (S. Wang et al., 2022) used cluster-soft la-

bels to reduce noise, and (Mahon & Lukasiewicz, 2021) em-

ployed an ensemble strategy to fuse cluster labels from mul-

tiple algorithms to improve accuracy and reliability in deep 

clustering models. However, these methods do not consider 

using multi-granularity cluster labels, limiting their ability 

to extract more discriminative representations. 



Multi-view Spectral Clustering 

Multi-view spectral clustering is a technique that integrates 

similarity graphs from multiple data views into a unified 

graph, capturing complementary information across views 

to enhance clustering performance. (Kang, Shi, et al., 2020) 

constructs separate similarity graphs for each view and then 

fuses them into a consensus graph that balances the contri-

butions of each view, effectively capturing both local and 

global structures. (Tang et al., 2023) proposes a unified 

framework that uses specific and unified non-negative em-

beddings to integrate graph structures from different views 

into a coherent graph, leading to more accurate clustering 

results. (Ren et al., 2024) introduces a dynamic fusion mech-

anism that constructs latent graphs for each view, which are 

then combined into a fusion graph that adapts to the topo-

logical information of the data, thereby enhancing clustering 

performance. 

The Proposed Method 

Constrained 1-Nearest Neighbor (CNN) graph 

Inspired by previous work on constrained hierarchical clus-

tering (J. Yang & Lin, 2024), which measures the size rela-

tionship between each (sub)-cluster and its 1-nearest cluster 

to guide constrained hierarchical merging, we develop the 

Constrained 1-Nearest Neighbor (CNN) graph. The CNN 

graph captures both local and global structures across differ-

ent granularities, effectively increasing similarity within 

clusters while reducing similarity between different clusters. 

Given a dataset 끫뢖 = {끫룊1, 끫룊2, … , 끫룊끫뢶}, where each sample 끫룊끫뢬 corresponds to a node 끫룄끫뢬, suppose the 1-nearest neighbor 

of 끫룄끫뢬 is 끫룄끫뢬끫뢂. The similarity between nodes 끫룄끫뢬 and 끫룄끫뢬끫뢂 is de-

fined as: 끫룀(끫룄끫뢬 ,끫룄끫뢬끫뢂) = �끫뢤−끫뢴끫룄끫뢬 ⋅끫뢴끫룄끫뢬끫뢂 ⋅끫뢢(끫뢬,끫뢬끫뢂)2
, if 끫뢴끫룄끫뢬 ≤ 끫뢴끫룄끫뢬끫뢂

0, otherwise
          (2) 

Here, 끫뢢(끫뢬, 끫뢬끫뢂) represents the distance between 끫룄끫뢬  and 끫룄끫뢬끫뢂 , 

and 끫뢴끫룄끫뢬 denotes the number of nodes in the sub-graph con-

taining 끫룄끫뢬 . Initially, both 끫뢴끫룄끫뢬  and 끫뢴끫룄끫뢬끫뢂  are equal to 1, as 

each sub-graph starts with only a single node. This method 

of constructing the similarity graph proceeds hierarchically. 

From the second iteration onward, 끫룄끫뢬 and 끫룄끫뢬끫뢂 represent the 

closest nodes from two neighboring sub-graphs. The process 

continues by repeatedly applying Eq. (2) until the similarity 

graph has only a single connected component, at which 

point the construction of the similarity graph is complete. As 

shown in Fig. 1, we construct the CNN graph on a 2D da-

taset with multimodal and varying density distributions. At 

granularity 1, most connections are established, primarily 

capturing the local structure of the data. By granularity 5, 
each sub-graph corresponds to a ground-truth cluster. At 

granularity 6, all connections are completed, capturing the 

global structure of the data at this level. This hierarchical 

method effectively captures both local and global structures, 

handling multimodal distributions and enhancing spectral 

clustering performance. Moreover, it eliminates the need for 

specifying parameters, such as the number of neighbors in 

k-NN graphs, offering significant convenience.  

Spectral Clustering using the CNN graph (SC-

CNN) 

In this section, we propose SC-CNN, which enhances sin-

gle-view spectral clustering through the CNN graph in two 

key ways: by learning a low-dimensional embedding from 

the CNN graph of the original dataset and by reconstructing 

the CNN graph using the learned embedding. The first ap-

proach leverages the discriminative data structure infor-

mation captured at a specific granularity within the CNN 

graph to produce a more cluster-friendly representation. The 

second approach further enhances the clusterability of the 

similarity matrix by increasing intra-cluster similarity and 

reducing inter-cluster similarity. 

Learning low-dimensional embedding using the CNN 

graph 

Given the original dataset 끫뢖 with dimensionality 끫뢢, we 

first construct the CNN graph using Eq. (2). Let 끫롬끫뢰 repre-

sent the connected components of the CNN graph at a spe-

cific granularity 끫뢰, which are considered ground-truth labels 

for training a shallow MLP with a single hidden layer. The 

forward propagation from input 끫뢖 to the output layer is rep-

resented as: 

             끫̂뢘 = softmax(끫뢔2 ⋅ tanh(끫뢔1 ⋅ 끫뢖 + 끫뢞1) + 끫뢞2)        (3) 

Here, 끫뢔1 ∈ ℝ끫뢢ℎ×끫뢢 and 끫뢔2 ∈ ℝ끫롬끫뢰×끫뢢ℎ  are the weight matri-

ces for the hidden and output layers, respectively, where 끫뢢ℎ 

is the number of neurons in the hidden layer (with 끫뢢ℎ ≪ 끫뢢), 

and 끫롬끫뢰 is the number of connected components in the CNN 

graph at granularity 끫뢰. 끫뢞1 and 끫뢞2 are the biases, with hyper-

bolic tangent (tanh) used as the activation function in the 

hidden layer and softmax in the output layer. Once the MLP 

is trained using a gradient descent algorithm, the learned 

low-dimensional representation of 끫뢖 is given by: 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Hierarchically construct the CNN 
graph on a 2D dataset. 



                               끫뢚 = 끫뢔1 ⋅ 끫뢖 + 끫뢞1                                    (4) 

Here, 끫뢚 ∈ ℝ끫뢢ℎ×끫뢶  represents the newly learned 끫뢢ℎ -dimen-

sional embedding for the dataset 끫뢖. 

The reason for using an MLP with only a single hidden 

layer is its superior interpretability and faster training effi-

ciency compared to more complex network structures. For 

instance, the newly learned representation 끫뢚 in Eq. (4) is 

merely a linear transformation of the original dataset 끫뢖 , 

which greatly preserves interpretability. Additionally, in our 

implementation, we consistently fixed 끫뢢ℎ to 100, eliminat-

ing the need for further tuning. Finally, for granularity 끫뢰, we 

typically select the level that produces a number of con-

nected components greater than the ground-truth number of 

clusters (NC). This choice ensures that the labels contain 

more discriminative information, which is beneficial for 

learning a cluster-friendly embedding (Chen et al., 2019). 

Reconstructing the CNN graph based on the learned em-

bedding 

As a graph-based clustering algorithm, spectral clustering 

requires a similarity matrix as input. Therefore, after learn-

ing the cluster-friendly embedding, we reconstruct the full 

CNN graph using this embedding as the similarity matrix 

input for spectral clustering. The pseudocode for the pro-

posed SC-CNN is shown in Algorithm 1. 

Multi-view Spectral Clustering using the CNN 

graph (MVSC-CNN) 

In this section, we present an enhanced multi-view spectral 

clustering method using the CNN graph (MVSC-CNN), 

which leverages the CNN graph to capture multi-scale struc-

tures across multiple views. This method addresses the lim-

itations of traditional multi-view spectral clustering, which 

only considers single-level structural information in graphs, 

by integrating data from all views at different levels of gran-

ularity, resulting in a more robust similarity matrix for spec-

tral clustering. 

Construction and aggregation of CNN graphs across 

multiple views 

For a given multi-view dataset 끫뢖 = {끫뢖끫룆끫뢬}, where each 끫뢖끫룆끫뢬  
represents the data from view 끫룆끫뢬, we construct a CNN graph 

for each view. In each view 끫룆끫뢬, the CNN graph is built based 

on the data 끫뢖끫룆끫뢬, and connected components are extracted at 

all granularities 끫뢰, ranging from the finest to the coarsest 

granularity. To clarify the notation, 끫롬끫룆끫뢬끫뢰  represents the set of 

connected components at granularity 끫뢰 for the CNN graph 

of view 끫룆끫뢬. Here, 끫룆끫뢬 identifies the specific view, while 끫뢰 de-

notes the granularity level. The parameter 끫뢰max refers to the 

maximum granularity level considered, where the graph 

captures the broadest connections, typically resulting in the 

entire dataset being connected as a single component. The 

connected components across all views and granularities are 

then aggregated into a comprehensive set, represented as: 
{{끫롬끫룆11 ,끫롬끫룆12 , … ,끫롬끫룆1끫뢰max}, {끫롬끫룆21 ,끫롬끫룆22 , … ,끫롬끫룆2끫뢰max}, …, {끫롬끫룆끫뢴끫뢴끫뢴1 ,끫롬끫룆끫뢴끫뢴끫뢴2 , … ,끫롬끫룆끫뢴끫뢴끫뢴끫뢰max}} 

                                                                                          (5)                                    

This aggregation allows the method to capture multi-level 

structure information, where each connected component 

acts as a cluster label contributing to the similarity between 

data points across different views. 

Construction of multi-view consensus similarity matrix 

The final step involves constructing the similarity matrix 끫뢌, which serves as input for the spectral clustering process. 

Inspired by techniques from ensemble clustering (D. Huang 

et al., 2021), the similarity between any two samples 끫룊 and 끫료  is computed using a consensus similarity calculation 

method that integrates information from all connected com-

ponents across the various views: 

                            끫뢌끫룊끫룊 =
1끫롾∑  끫롾끫뢲=1 끫롸(끫롬끫룊끫뢲 = 끫롬끫룊끫뢲 )                     (6) 

where 끫롾 represents the total number of connected compo-

nents across all views and granularities, and 끫롸(끫롬끫룊끫뢲 = 끫롬끫룊끫뢲 ) is 

an indicator function that equals 1 if samples 끫룊 and 끫료 belong 

to the same connected component 끫롬 in the 끫뢲-th component, 

and 0 otherwise. 

This comprehensive approach, based on the CNN graph, 

effectively captures multi-scale information from all views. 

Combined with consensus similarity calculation, it enhances 

the similarity matrix's ability to distinguish between clusters. 

The pseudocode is shown in Algorithm 2. 

Algorithm 1: SC-CNN 

Input: Dataset 끫뢖, granularity 끫뢰, number of clusters 끫뢂끫롬. 

Output: Cluster labels 끫롬끫롾. 

1  Construct the CNN graph from 끫뢖 using Eq. (2). 

2  Extract connected components 끫롬끫뢰 at granularity 끫뢰. 

3 Train an MLP with one hidden layer on 끫뢖 using 끫롬끫뢰,    

where the forward propagation is defined as in Eq. (3). 

4 Obtain the low-dimensional embeddings 끫뢚 from the 

hidden layer using Eq. (4). 

5 Reconstruct the CNN graph using the learned embed-

dings 끫뢚. 

6 Perform spectral clustering on the reconstructed CNN 

graph to obtain final cluster labels 끫롬끫롾. 

 

Algorithm 2: MVSC-CNN 

Input: multi-view dataset 끫룾 = {끫룾끫뤮끫뤔}, 끫뢂끫롬. 

Output: Cluster labels 끫롬끫롾. 

1 for each view 끫룆끫뢬 in 끫뢖 

2   Construct the CNN graph for 끫뢖끫룆끫뢬  using Eq. (2). 

3   Extract connected components at all granularities. 

4 end for 

5 Aggregate all connected components from all views 

across all granularity levels by Eq. (5). 
6 Compute the consensus similarity matrix S by Eq. (6). 

7 Perform spectral clustering on S to obtain final cluster 

labels 끫롬끫롾. 

 



Complexity Analysis 

The time complexity of Algorithm 1 is determined by sev-

eral key steps. Constructing the CNN graph (Step 1) and re-

constructing it (Step 5) each have a complexity of 끫뢄(끫뢶log 끫뢶). Extracting connected components (Step 2) op-

erates with 끫뢄(끫뢶) complexity. Training the MLP (Step 3), 

with the hidden layer dimensionality fixed at a constant, re-

sults in a complexity of 끫뢄(끫뢶끫뢢). However, the most compu-

tationally intensive step is spectral clustering (Step 6), 

which has a complexity of 끫뢄(끫뢶3) due to the eigendecompo-

sition of the similarity matrix. Therefore, the overall time 

complexity of Algorithm 1 is dominated by the spectral clus-

tering step, leading to a final complexity of approximately 끫뢄(끫뢶3). The time complexity of Algorithm 2, which handles 

multi-view datasets with 끫룆max  views, is driven by several 

key steps. Constructing the CNN graph for each view (Step 

2) has a complexity of 끫뢄(끫룆max ⋅ 끫뢶log 끫뢶). Extracting con-

nected components (Step 3) and aggregating them (Step 5) 
across all views and granularities contribute a complexity of 끫뢄(끫룆max ⋅ 끫뢶). Constructing the consensus similarity matrix 

(Step 6) adds a complexity of 끫뢄(끫뢶2 ⋅ 끫룆max). However, the 

spectral clustering step (Step 7), with a complexity of 끫뢄(끫뢶3), 

dominates the overall time complexity. Thus, the total time 

complexity of Algorithm 2 is 끫뢄(끫뢶3). 

Experiment 

In this section, we will experimentally validate our SC-CNN 

and MVSC-CNN. The experiments are divided into two 

parts: single-view clustering and multi-view clustering.  

Single-View Clustering 

Algorithms and experimental setup 

We evaluated our proposed SC-CNN algorithm against 

other spectral clustering algorithms that utilize various 

graph structures, including the k-nearest neighbor (KNN) 

graph (von Luxburg, 2007), mutual k-nearest neighbor 

(MKNN) graph (Tan et al., 2020), ϵ-neighborhood graph, 

and Minimum Spanning Tree (MST) graph. Following es-

tablished norms, the number of neighbors 끫롼 for KNN and 

MKNN graphs was set to ln (끫뢶) and 2ln (끫뢶), respectively. 

These configurations are referred to as (M)KNN-1 and 

(M)KNN-2, respectively. For the ϵ parameter in the ϵ-neigh-

borhood graph (İnkaya, 2015), we adopted the approach 

from Density Peak Clustering (DPC) (Rodriguez & Laio, 

2014) to better capture the manifold structure, setting 끫븬 as a 

percentile of the distances between all point pairs. This per-

centile was chosen so that the average number of neighbors 

within this distance represents approximately 1% and 2% of 

the total points, referred to as 끫븬-1 and 끫븬-2, respectively. For 

each algorithm based on these graph structures, we ran the 

experiments 10 times and averaged the results. Additionally, 

we included comparisons with some of the latest advanced 

graph-based clustering algorithms, such as Graph Structure 

Fusion-based clustering (GSF) (Zhan, Niu, et al., 2019), 

Structured bipartite Graph Learning-based scalable sub-

space clustering (SGL) (Kang et al., 2022), and Consistent 

and Divergent Graph Clustering (CDGC) (S. Huang et al., 

2022). For these three algorithms, we selected the optimal 

parameter combinations from a wide range of possibilities 

for each dataset to achieve the highest accuracy. In line with 

standard practice, we employ two external evaluation met-

rics: accuracy (ACC) and normalized mutual information 

(NMI) (Strehl & Ghosh, 2002). ACC measures the propor-

tion of data points correctly classified, while NMI assesses 

the similarity between the clustering outcomes and the ac-

tual data partitions. All experiments were conducted on a 

workstation with two 14-core Intel Xeon 6132 CPUs 
clocked at 2.6 GHz and 3.7 GHz with 96 GB memory.  
Datasets 

Our study uses several real-world datasets to benchmark 

clustering algorithms, selected for their challenging cluster 

structures and high dimensionality. These datasets include 

COIL-100 (Nene et al., 1996b), COIL-40, COIL-20 (Nene 

et al., 1996a), FRGC-v2 (Face Recognition Grand Chal-

lenge (FRGC v.2.0) Data Collection), CMU-PIE (Sim et al., 

2002), and JAFFE (Kanade et al., 2000). Detailed quantita-

tive analysis of these datasets is provided in Table 1. 

Results 

The comparative results of the proposed SC-CNN with other 

graph structure-based spectral clustering algorithms and 

graph-based clustering algorithms are presented in Tables 2-

3. The proposed SC-CNN outperforms all comparison algo-

rithms on each dataset, across two external validity indices, 

ACC and NMI. Specifically, for ACC, the proposed SC-

CNN surpasses the second-best method by 22.9%, 12.4%, 

and 10.1% on the CMU-PIE, FRGC-v2, and COIL-20 da-

tasets, respectively. For NMI, on the CMU-PIE and FRGC-

v2 datasets, the proposed SC-CNN exceeds the second-best 

method by 9.7% and 12.1%, respectively.  
Comparison with deep clustering algorithms 

The proposed SC-CNN uses an MLP with a single hidden 

layer to learn low-dimensional embeddings. Compared to 

prior deep spectral clustering methods based on deep neural 

networks, SC-CNN offers better interpretability and training 

efficiency. In this section, we comprehensively compare 

SC-CNN with all state-of-the-art (SOTA) deep clustering 

algorithms that have achieved top performance on the six 

 

 

 

 

 

 

 

Table 1. Single-view datasets. 



datasets, as listed in the accuracy rankings on the 'pa-

pers_with_code'1 website. These SOTA deep clustering al-

gorithms include: DCV (Wu et al., 2022), JULE (J. Yang et 

al., 2016), DGMM (J. Wang & Jiang, 2021), A-DSSC (Lim 

et al., 2020), J-DSSC (Lim et al., 2020), DBC (F. Li et al., 

2018), DDSNnet (W. Wang et al., 2021), DSC-FEDL (Q. 

Huang et al., 2020), DSC-DAG (Yu et al., 2020), RGRL 

(Kang, Lu, et al., 2020), S²DSCAG (Yu et al., 2020), DASC 

(Zhou et al., 2018), SADSC (Chen et al., 2021), PSOC (J. 

 
1 https://paperswithcode.com/task/image-clustering 

Wang et al., 2022), ASC2D (W. Xia et al., 2021), DEPICT 

(Dizaji et al., 2017), DNB (Z. Wang et al., 2021), MI-ADM 

(Jabi et al., 2021), DPSC (Hu et al., 2021), DERC (Yan et 

al., 2020), DautoED (M. Yang & Xu, 2021), AdaGAE (X. 
Li, Zhang, et al., 2022), CAN (Nie et al., 2014), GAE (Kipf 

& Welling, 2016), GALA (J. Park et al., 2019), DFKM (R. 

Zhang et al., 2020), SpectralNet (Shaham et al., 2018a), and 

MGAE (C. Wang et al., 2017). As shown in Tables 4-5, SC-

CNN achieved new SOTA accuracy on five out of the six 

datasets—COIL-100, COIL-40, FRGC-v2, CMU-PIE, and 

JAFFE—outperforming all previously reported SOTA deep 

clustering models.  
Ablation Study 

In this section, we explore the impact of two key compo-

nents within SC-CNN on its performance. The proposed 

SC-CNN offers two main enhancements over the original 

SC: CNN graph-based embedding and CNN graph-based 

similarity. We denote spectral clustering optimized solely 

with CNN graph-based similarity as SC+CNN-S, and the 

variant integrating both CNN graph-based similarity and 

CNN graph-based embedding as SC+CNN-S+CNN-E (i.e., 

SC-CNN). As shown in Table 6, SC+CNN-S already 

achieves significant improvements in terms of accuracy 

(ACC) over the original SC. However, SC+CNN-S+CNN-

E (i.e., SC-CNN) outperforms SC+CNN-S on nearly every 

dataset, underscoring the importance of dual optimization 

with both components based on the CNN graph.  
Parameter Sensitivity 

SC-CNN requires only one hyperparameter adjustment: the 

selection of the granularity level during the training of the 

CNN-based embedding. This is a significant advantage 

compared to previous methods, such as AdaGAE (X. Li, 

 

 

 

 

 

 

 

 

 

Table 2. Comparison of SC-CNN with other spectral clustering algorithms, measured by ACC. 
 
 

 
 

 

 
 

 

 
 

Table 3. Comparison of SC-CNN with other spectral clustering algorithms, measured by NMI. 

 

Datasets/Methods KNN-1 KNN-2 MKNN-1 MKNN-2 ε-1 ε-2 MST CDGC SGL GSF SC-CNN

COIL-100 .6439 .5809 .8101 .7629 .2811 .1957 .5647 .8856 .5553 .7699 .9538

COIL-40 .7610 .6829 .8882 .8507 .1957 .4287 .5537 .8993 .6524 .8424 .9640

COIL-20 .8318 .7394 .8403 .8361 .2236 .1809 .5825 .8771 .7347 .7611 .9778

FRGC-v2 .3710 .3997 .1290 .1632 .1283 .1344 .4119 .3253 .3493 .2750 .5361

CMU-PIE .7284 .4682 .7368 .5381 .2588 .1728 .7714 .3687 .3326 .4216 1.0000

JAFFE .9437 .9718 .3103 .7840 .2362 .3521 .9122 .9671 .9249 .8592 .9953

Datasets/Methods KNN-1 KNN-2 MKNN-1 MKNN-2 ε-1 ε-2 MST CDGC SGL GSF SC-CNN

COIL-100 .8613 .8212 .9563 .9324 .6764 .5878 .8183 .9774 .8001 .9439 .9897

COIL-40 .9124 .8580 .9668 .9531 .4842 .7765 .7912 .9751 .8447 .9622 .9926

COIL-20 .9000 .8404 .9499 .9259 .3940 .4866 .7654 .9463 .8498 .8948 .9868

FRGC-v2 .5402 .5465 .1230 .1645 .0976 .0986 .5384 .4307 .4548 .3592 .6673

CMU-PIE .8537 .7295 .8749 .7927 .5645 .4200 .9033 .6259 .5710 .7408 1.0000

JAFFE .9353 .9577 .4318 .9226 .3032 .4827 .8842 .9639 .9128 .8794 .9918

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4. Comparison with SOTA deep clustering algorithms 

from the rankings, measured by ACC. 

 

 

 
 
 

 

 
 

 
 

 

 

Table 5. Comparison with SOTA deep clustering algorithms 

from the rankings, measured by NMI. 

 



Zhang, et al., 2022), which requires tuning six hyperpa-

rameters, providing greater convenience. In this section, we 

investigate the sensitivity of SC-CNN’s accuracy (ACC) to 

different granularity levels on the COIL-40 and JAFFE da-

tasets. As shown in Fig. 2, SC-CNN demonstrates low sen-

sitivity to the choice of granularity levels for the CNN graph.  

Multi-View Clustering 

Algorithms and experimental setup 

We compared the proposed MVSC-CNN with 12 advanced 

multi-view clustering algorithms, 10 of which are based on 

spectral clustering. These include: MLRSSC (Brbić & 
Kopriva, 2018), GMC (H. Wang et al., 2020), UGLMC 

(Liang et al., 2019), CBF-MSC (Zheng et al., 2020), V3H 

(Fang et al., 2020), LMVSC (Kang, Zhou, et al., 2020), 

AASC (H.-C. Huang et al., 2012), AWP (Nie et al., 2018), 

CoReg (Kumar et al., 2011), MCGC (Zhan, Nie, et al., 2019), 

RMSC (R. Xia et al., 2014), and WMSC (Zong et al., 2018). 

Unlike the proposed MVSC-CNN, all of these methods re-

quire hyperparameter tuning. Therefore, the parameters for 

these algorithms were tuned as recommended in the original 

papers to achieve the best results. For further details, please 

refer to the supplementary materials. 

Datasets 

We used five widely adopted multi-view datasets to evaluate 

the performance of the proposed MVSC-CNN against other 

comparative algorithms. These include two UCI datasets2, 

100-leaves and UCI-digits, as well as three additional da-

tasets: COIL-20 (Nene et al., 1996a), Handwritten (X. Cai 

 
2 https://archive.ics.uci.edu/ml/datasets 

et al., 2013), and UMIST(J. Yang & Lin, 2023), all of which 

have been used in previous studies. A complete description 

of these datasets is provided in Table 7. 

Results 

The comparative results of the proposed MVSC-CNN with 

other advanced multi-view clustering algorithms in terms of 

ACC are presented in Tables 8. The proposed MVSC-CNN 

outperforms all comparison algorithms on each dataset. Spe-

cifically, MVSC-CNN achieves improvements of 5.6%, 
7.4%, and 11.0% over the second-best performing algo-

rithms on the 100-leaves, COIL-20, and UMIST datasets, 

respectively. Notably, MVSC-CNN, which does not require 

any trade-off parameter tuning, consistently outperforms 

prior parameter-dependent algorithms across all five da-

tasets.  

Conclusion 

In this paper, we addressed key limitations in traditional 

spectral clustering by introducing a novel hierarchical simi-

larity graph, the Constrained 1-Nearest Neighbor (CNN) 

graph. This graph effectively captures both local and global 

nonlinear structures across varying levels of granularity. 

Based on this, we developed two enhanced spectral cluster-

ing algorithms: SC-CNN for single-view data and MVSC-

CNN for multi-view data. SC-CNN improves generalization 

by leveraging cluster-friendly low-dimensional embeddings 

and a more robust similarity graph, while MVSC-CNN in-

tegrates multi-granularity information from multiple views 

to further enhance clustering performance. Our extensive 

experiments on real-world datasets demonstrate that both 

SC-CNN and MVSC-CNN consistently outperform state-

of-the-art methods, offering superior accuracy and robust-

ness. These findings highlight the effectiveness of our pro-

posed CNN graph in addressing the complexities of real-

world data and provide a promising direction for further im-

provements in spectral clustering. 

 

 

 
 

 

Table 6. Analysis of the impact of SC-CNN's two components. 

 

 

 

 
 
 

 

 
 

 

 
 

Figure 2. Sensitivity of SC-CNN to CNN granularity levels. 

 

 

 

 

 

 

Table 7. Multi-view datasets. 

 

 

 

 

 

 

 

 

 

 

 

 

Table 8. Comparison of MVSC-CNN with other multi-view 

spectral clustering algorithms, measured by ACC. 
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